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Abstract 
Predicting the sensory properties of compounds is challenging due to the subjective nature of the 

experimental measurements.  This testing relies on a panel of human participants and is therefore also 

expensive and time-consuming. We describe the application of a state-of-the-art deep learning method, 

Alchemite™, to the imputation of sparse physicochemical and sensory data and compare the results with 

conventional quantitative structure-activity relationship methods and a multi-target graph convolutional 

neural network. The imputation model achieved a substantially higher accuracy of prediction, with 

improvements in R2 between 0.26 and 0.45 over the next best method for each sensory property. We also 

demonstrate that robust uncertainty estimates generated by the imputation model enable the most accurate 

predictions to be identified and that imputation also more accurately predicts activity cliffs, where small 

changes in compound structure result in large changes in sensory properties. In combination, these results 

demonstrate that the use of imputation, based on data from less expensive, early experiments, enables better 

selection of compounds for more costly studies, saving experimental time and resources. 
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Introduction 
The olfactive system is highly evolved to translate chemical information in food and our surroundings into 
essential impressions of beauty, events, or even imminent danger [1, 2, 3]. The chemical information in the 
environment is generally sensed through the nose directly (orthonasally), whereas the impact of food aroma is 
sensed both orthonasally and retronasally (through the back of the throat) [4].   The basis of smell and aroma 
perception in humans is an array of sensory neurons that extend into the sensory epithelium and present an 
array of approximately 400 unique olfactory receptors, with each sensory neuron expressing a single receptor 
type [5, 6, 7]. The intensity of smell or flavour so sensed correlates with concentration.  The pattern of 
functional activation of olfactory receptors connects to evoked memory to support scent and aroma 
classification and assessment [8]. Finally, odor adaptation biases the systems to detect novelty allowing us to 
focus on potentially important changes happening around us [9].    The science and art of perfumery and 
flavour seeks to accentuate and mimic key sensory experiences in our surroundings.    It can evoke a sense of 
beauty, soothe with a sense of familiarity,  reinforce authenticity, or can startle with creative novelty [10]. 
 
Perfumers and flavorists draw from a large palette of ingredients to affect these experiences.  These molecules 
can be drawn from nature if they are already components of natural oils and spices [11], or they can arise from 
the long history of aromatic molecule discovery, especially to support perfumery [12, 13, 14].  Scent creations 
include fine perfumes and consumer applications such as shampoos, fabric conditioners [15], detergents, 
candles, cleaning solutions and lotions.  Molecules in flavours appear in foods that range from baked goods, 
beverages, savory snacks, dairy products, and sweets.   The intended use can constrain the ingredients used 
and dictates the nature and evolution of the sensory experience.   By understanding chemical and sensorial 
properties, ingredient and mixture performance can be predicted, and an optimal selection of ingredients can 
be chosen.  In this way, predictions can allow better selection of existing materials and design of new materials 
to identify and fill gaps that exist historically or that emerge as ingredients are withdrawn from use for e.g. 
regulatory reasons.   
 
Olfactive properties are the ultimate benchmark of a chemical's value in fragrance and flavour.  The odor 
intensity/concentration relationship enables perfumers and flavorists to appropriately dose chemicals in 
complementary ways.  When designing or selecting new molecules for use, being able to predict the intensity 
of a candidate's odour or flavour at low concentrations can aid in prioritizing the high-value targets. 
Unfortunately, this is remarkably challenging.  
 
Part of the difficulty in developing accurate predictive models lies in the inherent challenges in collecting 
reproducible psychophysical data.  The methods for determining a quantification of a chemical's intensity are 
primarily subjective and, because they rely on a panel of human participants, they are expensive and time-
consuming.  Subjects are asked to rate an odor on a particular scale that contains landmarks or qualifiers.  A 
fair amount of training is required to ensure any individual subject can reproducibly use the same rating for 
identical stimuli across tests.   Even while minimizing the error here, physiological differences across subjects 
introduce a high amount of variability into any one measurement.  Sensitivities to an odorant will vary greatly 
within a population [16].  Ergo, one needs to obtain a fairly large sample size to achieve reproducibility.  Even 
then, what ends up being an averaged value per molecule is really a representation of a normal distribution of 
responses.  Training a model on these types of data is quite challenging, and the inherent variability must be 
kept in mind when judging success.    In addition to dose/response intensity data, the other important variable 
is the detection threshold.   Typically, this is set as the lowest concentration that is detectable 50% of the time. 
It is often used to quantify the relative strength of ingredients, although it may not reliably indicate the 
maximum intensity of the ingredient.   Together, the odor threshold, the dose/response behaviour, the 
character of the ingredient, and key physical properties represent the attributes that characterize an 
ingredient’s behaviour in use [17].       
 
Volatile aromatic molecules are necessarily small molecules; molar mass ranges up to about 300, with rare 
exceptions.   These typically have only one hydrogen bond donor and only up to three hydrogen bond 
acceptors [18, 19].  Their complexity arises from subtle changes in the hydrophobic portion of the molecule, 
with the relocation of even a single methyl group affecting intensity or even character [20].    Structure-odor 
activity is notoriously sensitive to these changes, and analogue series can show significant activity cliffs.    
Structure-property data is generally more well-behaved, with important attributes that include vapor pressure, 
water solubility and LogP.    Unfortunately, there are no good public comprehensive repositories of key 



attributes, and corporate data sets can often be sparse due to the cost and care needed to obtain reliable 
data, especially of low volatile materials.   There is, therefore, significant interest in generating functional 
predictive models to support fragrance and flavour creation, to reduce experimental effort, and to guide the 
design or selection of new molecules.  
 
The development of computational models that link the structure of compounds to their activities or 

properties is commonplace, and these models are described as quantitative structure-activity relationship 

(QSAR) or quantitative structure-property relationship (QSPR) models. 

QSAR models are mathematical functions that relate simple structural characteristics of a compound (e.g. the 

dipole moment or molecular weight), known as descriptors, to an experimentally measured endpoint. Early 

QSAR models relied on linear relationships fitted with methods such as multiple linear regression or partial 

least squares (PLS) [21]. However, it is now routine to use sophisticated machine learning (ML) methods, such 

as random forests (RF) [22], support vector machines (SVM) [23], radial basis functions (RBF) [24] or Gaussian 

processes (GP) [25]. Sophisticated deep learning methods have also been applied to QSAR modelling, including 

multi-target methods that build a single model that can predict multiple endpoints simultaneously [26]. Multi-

target methods offer an advantage where structure-activity relationships are shared between multiple 

endpoints because this information can improve the accuracy of the resulting predictions. The concept of a 

QSAR model, relating compound descriptors to one or more experimental endpoints, is illustrated in Fig. 1(a). 

Recently, QSAR models have also been built using graph convolutional neural networks (GCNN) that learn 

directly from the two-dimensional graph structure of compounds, without the need to generate descriptors as 

an intermediate step. GCNNs eliminate the assumption implicit in the selection of descriptors (i.e. that the 

input descriptors capture the structural information that most strongly correlates with the experimental 

endpoints) and offer an advantage for modelling some properties [27]. 

There are several examples of the application of ML methods to generate QSAR models of sensory properties. 

For example, neural networks were used to predict qualitative sensory properties using mass spectra (MS) 

data [28] and near-infrared spectra (NIRS) [29] as compound descriptors. While data from MS and NIRS can be 

useful to capture the structural characteristics of compounds, generating these measurements is time-

consuming and impossible for compounds that have not yet been synthesized (virtual compounds). Hence, 

attempts were made to implement in silico chemical descriptors in training machine learning models to predict 

sensory properties such as taste [30] and odor. For example, odor descriptors were predicted using GCNN for 

over 5000 compounds achieving 82% accuracy and outperforming random forest models [31]. The challenge in 

predicting sensory properties can be attributed to the variability in the sensory property data and the 

subjectivity of the panellist, which cannot be captured solely by the chemical structure. 

While the predictive modelling process is commonly understood, a less familiar term 'imputation' describes 

the process of filling in the gaps in a data set of multiple properties, where values have not yet been measured, 

using the limited (sparse) data that are already present, as illustrated in Fig. 1(b) [32]. Imputation models learn 

from the relationships between experimental endpoints and are particularly relevant in chemistry optimization 

settings, such as drug discovery and flavor & fragrances, where sparse data sets are standard. Data sets of 

multiple experimental measurements tend to be sparse. Few compounds are measured in all experimental 

endpoints of interest, and it is rare to perform an experiment on all potential compounds of interest. 

In this study, we use a novel deep learning method for imputation, Alchemite, that learns from both structure-

activity relationships and correlations between experimental endpoints to impute missing experimental 

values, as illustrated in Fig. 1(c). In this paper, we also demonstrate that Alchemite can be used to make 

predictions based only on chemical descriptors in cases where experimental data for compounds are absent, 

such as for virtual compounds. Alchemite can still exploit correlations between experimental endpoints it 

learned in training and use these to enhance predictions. In previous publications, we have demonstrated that 

this approach gains more value from limited and noisy experimental data than QSAR models to improve the 

accuracy of the resulting predictions [33] [34] [35]. This included benchmarks against a wide variety of 

machine learning methods using published data sets to enable direct comparisons to be made.  



Ideally, any predictive method should provide an estimate of the uncertainty in each prediction, which can be 

used to determine if the prediction can be used with sufficient confidence to make decisions regarding the 

selection of a compound for synthesis or testing [36]. Some QSAR methods, such as RF or GP, generate 

uncertainty estimates for each prediction, and a variety of approaches have been explored to generate 

uncertainty estimates for modern deep learning methods, but the results are not generally reliable [37]. 

Conversely, Alchemite generates a probability distribution for each prediction, from which uncertainties can be 

estimated that correlate strongly with the accuracies of prediction [33] [34]. 

We present here a novel application of the Alchemite method for deep learning imputation to the prediction 

of sensory properties. We describe the physicochemical and sensory property data in the data set used and 

compare the Alchemite models for both imputation and virtual prediction with a variety of widely-applied 

QSAR methods and a multi-task deep convolutional network (ChemProp). Despite the sparsity and subjectivity 

of the sensory data used, we demonstrate that Alchemite imputation predicts the values of these properties 

with significantly higher accuracy than these other methods. Furthermore, we show that the uncertainty 

estimates generated by Alchemite enable identification of the most accurately predicted values. 

  



QSAR 
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Fig. 1 A comparison of QSAR regression, e.g. random forest models (a), with imputation (b) and the Alchemite deep 
imputation software (c). Compound descriptors are illustrated by orange squares in a complete matrix, experimental data 
are shown as green squares in a sparse matrix and predicted values as purple squares 

Methods 

Alchemite method for deep learning imputation 
The Alchemite method is a deep and iterative multiple imputation method that is a novel adaptation of a 

neural network in which all inputs are also outputs. The overall architecture is shown in Error! Reference 

source not found..  

The Alchemite algorithm starts with the input of the complete set of 𝑁𝑑  descriptors and sparse set of 𝑁𝑒  
endpoints that include the available experimental results. Since the underlying machine learning architecture 

can use the endpoint values to help predict other endpoints, for any unknown properties there need to be 

estimates of them available for the neural network (which has a fixed architecture). Therefore, the second step 



is to fill in estimates of those absent values: here, we adopt the simplest possible a priori estimate, which is the 

mean of all other values for that property in the training set. 

 

Fig. 2 Data imputation algorithm for starting from the descriptors and properties that have missing entries 

The third step is to pass all of these values through to a standard neural network. The parameters of the neural 

network are considered as hyperparameters of the model. The neural network inputs all descriptors and 

property values and delivers predictions for all property values, taking care to not use a given property value 

to predict itself. This algorithm is able to automatically identify the descriptor-property correlations as well as 

property-property correlations to guide the extrapolation of the model. Furthermore, we adopt a standard 

bootstrapping approach and train multiple neural networks with different weights on each row of training 

data. The mean of the predictions from these neural networks is used as the output value of the network, with 

the standard deviation between predictions delivering an estimate of the uncertainty in the prediction. 

The predictions from the neural network are used to impute the gaps in the originally sparse endpoint data. 

These predictions are used to augment the original descriptor and experimental data (in place of the original 

mean estimates) for another pass through a (different) neural network. The predictions at each iterative pass 

are softened by combining them with those from the previous pass, 𝑧𝑛+1 = γ𝑧𝑛 + (γ − 1)𝑦𝑛+1, where 𝑧𝑛 

denotes the prediction from the 𝑛th iteration, with 𝑦𝑛+1 the prediction from the (𝑛 + 1)th iteration before 

softening and the softening parameter γ being one of the hyperparameters of the model. 

This procedure is repeated until convergence is reached, with the termination criterion one of the 

hyperparameters of the model. The final model predictions are then the output of the final neural network. 

The result is a complete set of experimental endpoints in which the missing values have been imputed, as 

illustrated in Fig. 1(c). A further description of the underlying algorithm is given by Verpoort et al. [38] and for 

applications to drug discovery by Whitehead et al. [33] and Irwin et al. [34] [35].  



There are two application scenarios for which Alchemite models can be built, depending on the availability of 

experimental data for the compounds of interest.  As illustrated in Fig. 3(a), an Alchemite imputation model is 

built using both compound descriptors and sparse experimental data as input (as described above) and is 

trained to expect both compound descriptors and sparse experimental data for new compounds with which to 

impute missing values. An alternative to this is a 'virtual' model that is optimized to apply to compounds for 

which no experimental data are available, such as for compounds that have not yet been synthesized, i.e. 

virtual compounds. As illustrated in Fig. 3(b), the virtual model is built in a similar manner to the Imputation 

model, using compound descriptors and experimental data; however, it is trained to expect only compound 

descriptors as input.  To achieve this, during hyperparameter optimization, the experimental data of 

compounds in the validation set of each cross-validation fold are withheld and only used to test the 

predictions of the model. Similarly, when testing the virtual model, no experimental data are used as input. 

For both the Imputation and Virtual models, the hyperparameters of the model were optimized using a five-

fold cross-validation within the training set data only. The tree-structured Parzen estimator [39] from the 

python library hyperopt [40] was used.  1,000 networks are trained in parallel for each iterative stage, using 

different weights for each row of data to generate an ensemble of predictions for each missing value in the 

dataset.  

  



 

 

 

(a) 

 

(b) 

Fig. 3 The processes to build and validate imputation (a) and virtual (b) models. The training and test sets consist of rows 
representing different compounds. For both models, all of the experimental data for the training set (green squares) are 
used to train a model. For the test or validation set of an imputation model, a leave-one-out approach is used to test the 
accuracy of the imputation of each experimental endpoint. For a given row, one data point (red square) is omitted, and the 
remaining experimental data (green squares) are used as input to the model. The predicted value (purple square) is 
compared with the held-out data point. This is repeated for each data point in each row of the test set. For the test set of 
the virtual model, no experimental data are used as input, and the predicted values (purple squares) are compared with the 
experimental values in the test or validation set (red squares) 

 



Other machine learning methods used for comparison 

QSAR Methods 
We compare Alchemite models described herein with conventional QSAR models built for each property using 

the Auto-Modeller module of the StarDrop software [41]. For each endpoint, we applied four widely-applied 

QSAR methods: Partial least squares (PLS) [21], which describes the target property as a linear combination of 

latent variables; Radial basis functions (RBF) [24]; Random forests (RF) [22]; and Gaussian process (GP) with 

fixed hyperparameters [25]. 

The same chemical descriptors were used as input for the QSAR and Alchemite models. For details, please see 

below.  

Graph Convolutional Neural Network 
In addition to conventional QSAR models, we compared the results with those generated using a multi-task 

GCNN, Chemprop [42]. Chemprop is a directed-message passing neural network, which learns directly from 

the graph structure of the molecule. The model constructs molecular encodings by using convolutions centred 

on bonds, which represent feature vectors. K. Yang et al. [42] provide a detailed description of the Chemprop 

method. To enable direct comparison with descriptor-based methods, Chemprop multi-task models were also 

built using the same chemical descriptors used as input for the QSAR and Alchemite models. Hereafter, the 

results for the application of graph-based Chemprop are referred to as 'Chemprop (graph)' and those relating 

to the descriptor-based application as 'Chemprop (descriptors)'. 

Data set 
The property data were collected for 1094 single volatile organic compounds from IFF's in-house database. 

Most of these compounds are individual ingredients used in a variety of fragrance formulations.  They include 

chemicals from different molecular classes and olfactory groups, as illustrated in Fig. 4. Seven properties were 

selected for modelling: two physicochemical properties, vapor pressure (VP) and water solubility (WS), and five 

sensory properties, the odor detection threshold (ODT) and four odor intensity values collected along the odor 

intensity dose response curve. An odor intensity dose response curve is a collection of odor intensity 

evaluations performed by a panel of testers and arranged on a semi-log scale [43]. The odor intensity 

assessments  (I1 through I4) are carried out for a series of dilutions of an odorant in a solvent commonly used 

in the fragrance industry, such as diethyl phthalate. The odor detection threshold is the lowest concentration 

that is detectable 50% of the time; the widest used method involves the three alternate forced choice test 

[44].  Together, these characteristics are important in measuring the performance of fragrance compositions. 

All experimental measurements were performed internally at IFF according to proprietary testing protocols. 

The acquired data for VP, WS and ODT are usually positively skewed and were log-transformed during pre-

processing. An illustrative example of the structure-property data set is shown in Fig. 5. 



 

Fig. 4 Distribution of data set compounds across chemical classes and odor categories 

 

Fig. 5 A sample from the structure-property data set. VP: vapor pressure (log transformed). WS: water solubility (log 
transformed). ODT: odor detection threshold (log transformed). I1-I4: odor intensity measurements from the odor intensity 
dose-response curve   

The sparsity of the property data, the percentage of missing values, varies from 15% for LogVP to 56% for 

LogODT. There is a significant degree of intercorrelation between four odor intensity measurements with the 

Pearson pair correlation coefficient ranging from 0.5 to 0.91. This is expected because the four odor intensity 

records were taken along the dose-response curves, which follow a similar sigmoidal shape for many fragrance 

compounds. The correlations were less pronounced between the physicochemical properties (VP and WS) and 

sensory properties, varying from 0.32 to 0.68. The odor detection threshold (LogODT), as measured by the 

internal IFF protocol, was the property least correlated with the other properties in the set: it shows a 

moderate positive correlation of 0.52 with vapor pressure (LogVP) and weak negative correlations, -0.23 and -

0.17, with low odor intensity measurements. 

The data set was divided into a training subset of 931 molecules (~ 85% of the total data set) and an 

independent test subset of 163 molecules (~ 15%), which were used to train and independently assess models' 

performance respectively. The primary objective of an imputation model, for which the objective is to 'fill in' 

missing data for compounds that have been synthesized and tested in a limited number of experiments. For 

this reason, the chemicals in the held-out test set were selected to approximately maintain the observed 

distributions in both chemical and property spaces as seen in the training sets, as shown in Fig. 6, 7, and 8. The 

additional requirement was to have a sufficient number of chemicals with measured odor-detection threshold 

(ODT) in the test set, the property with the fewest available experimental data, to permit practical comparison 

between the considered models. This approach contrasts with cluster- or time-based training/test set splits 

often used to assess QSAR models, for which the goal is often to guide the design of new (virtual) compounds, 

which may differ substantially from the training set of the model. 



 A further subset of 20% of the compounds in the training set was selected for internal validation. The 

remaining 80% subset was used to optimize the hyperparameters and build models to assess the performance 

on the internal validation set. All of the training set (931 compounds) was used to train the final model, using 

the optimal hyperparameters, which was applied to the independent test set. 

 

Fig. 6 Chemical composition of the training (931 compounds) and test (163 compounds) sets 

 

Fig. 7 t-SNE 2D projection based on chemical structure. Blue: molecules from the training set. Maroon: molecules from the 
test set 



 

Fig. 8 Distributions of physicochemical (vapor pressure) and olfactory (odor detection threshold) properties for the training 
and test sets 

We note that the density of data in the test set is higher than that in the training or total data sets. Given the 

relatively small data set size, it was necessary to maximize the number of experimental observations in the test 

set in order to more reliably evaluate models' performance in the 'virtual screening' scenario when 

experimental properties are not used for model training and prediction.  The evaluation of Alchemite 

'imputation' models, where experimental data are used to train the models, in addition to chemical molecular 

descriptors, was also conducted using the same independent test set. It is possible that the dense structure of 

the data in the test set with fewer missing experimental values may benefit imputation predictions for strongly 

correlated properties, such as for the close points on the odor intensity dose-response curve. However, we 

believe the predictions for the key three property categories, physicochemical VP and/or WS, odor detection 

threshold, and single point intensity, will remain largely uninfluenced because the three properties are only 

moderately correlated. 

Chemical Descriptors 
The number of molecular descriptors used as inputs was  𝑁𝑑 = 330. The descriptors used included whole-

molecule properties such as molecular weight, lipophilicity, and polar surface area; and structural fragments 

defined by SMARTS strings. These descriptors were calculated with the Auto-Modeller™ module of the 

StarDrop™ software using SMILES strings defining the structure of each compound. 

Model Evaluation 
The models were evaluated on the independent test set using two statistics: the coefficient of determination 

(R2), defined as 

𝑅2 = 1 −
∑ (𝑦𝑖

𝑝𝑟𝑒𝑑
−𝑦𝑖

𝑜𝑏𝑠)2𝑖

∑ (𝑦𝑖
𝑜𝑏𝑠−𝑦𝑜𝑏𝑠)2𝑖

, 

and the Root Mean Square Error (RMSE) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑦𝑖

𝑝𝑟𝑒𝑑
− 𝑦𝑖

𝑜𝑏𝑠)2𝑁
𝑖=1 , 



where N is a number of compounds in the set, 𝑦𝑖
𝑝𝑟𝑒𝑑

 is the predicted value and 𝑦𝑖
𝑜𝑏𝑠  is the experimentally 

observed value for data point i.  The RMSE is expressed in the same units as the observed property values. 

Results 

Internal Validation 
Fig. 9 illustrates the performance profile for the seven properties on the internal validation set for the 

Alchemite Imputation, Alchemite Virtual, Chemprop and the average of four QSAR models. The R2 values for 

each model and property are also summarised in Table 1. 

Table 1. Performance of the Alchemite Imputation, Alchemite Virtual, graph- and descriptor-based Chemprop and QSAR 
models on the internal validation set. For the QSAR models, the average performance is shown, with the standard deviation 
of the results for these models. 

Coefficient of Determination (R2) 

 VP WS ODT I1 I2 I3 I4 

Alchemite Imputation 0.85 0.75 0.60 0.79 0.90 0.92 0.8 

Alchemite Virtual 0.83 0.75 0.36 0.29 0.49 0.57 0.54 

Chemprop (graph) 0.86 0.71 0.26 0.34 0.45 0.51 0.51 

Chemprop 
(descriptors) 

0.83 0.69 0.31 0.31 0.29 0.38 0.45 

4 QSAR models 
(average) 

0.84±0.05 0.73±0.02 0.33±0.08 0.32±0.08 0.40±0.10 0.46±0.10 0.50±0.06 

 

 

Fig. 9 Coefficient of determination (R2) profile of the seven properties on the internal validation set for Alchemite 
Imputation (blue), Alchemite Virtual (yellow), graph-based Chemprop (black), descriptor-based Chemprop (purple) and 



QSAR models (green). For the QSAR models, the average performance is shown, with the standard deviation of the results 
for these models 

Independent Test 
Fig. 10 shows the performance profile for the seven properties on the independent test set for the Alchemite 

Imputation model, Alchemite Virtual model, Chemprop and the four QSAR models. The R2 values for each 

model are also summarised in Table 2. 

 Table 2. Performances of the Alchemite Imputation, Alchemite Virtual, graph- and descriptor-based Chemprop and QSAR 
models on the independent test set. For the QSAR models, the average performance is shown, with the standard deviation 
of the results for these models. 

Coefficient of Determination R2 

 VP WS ODT I1 I2 I3 I4 

Alchemite Imputation 0.79 0.71 0.56 0.63 0.92 0.94 0.89 

Alchemite Virtual 0.80 0.71 0.46 0.19 0.47 0.56 0.55 

Chemprop (graph) 0.62 0.65 0.23 0.05 0.35 0.40 0.46 

Chemprop 
(descriptors) 

0.83 0.71 0.34 0.19 0.40 0.37 0.53 

4 QSAR models 
(average) 

0.80±0.07 0.70±0.02 0.29±0.04 0.2±0.03 0.32±0.08 0.52±0.02 0.53±0.02 

 

 

Fig. 10 Coefficient of determination (R2) profile of the seven properties on the external test set for Alchemite Imputation 
(blue), Alchemite Virtual (yellow), graph-based Chemprop (black), descriptor-based Chemprop (purple)  and the best QSAR 
models (green). For the QSAR models, the average performance is shown, with the standard deviation of the results for 
these models 



Discussion 
The results from the independent test are consistent with those from the internal validation and show that the 

Alchemite Imputation model significantly outperforms the Alchemite Virtual model, Chemprop and QSAR 

models for ODT and odor intensity assessments.  On the internal validation set, the Alchemite Imputation 

model achieved excellent R2 values of 0.79 or higher on all of the odor intensity endpoints. This was 

maintained for the independent test set for all of these endpoints, except I1, which dropped to 0.63.  The 

improvement in R2 for the Alchemite Imputation model over the next best model for each sensory endpoint 

was between 0.26 and 0.45.  

As noted above, ODT is a particularly challenging property to predict, as demonstrated by an R2 under 0.4 for 

the QSAR and Chemprop models for both validation and test sets. On the test set, the Virtual model 

outperformed the QSAR and Chemprop models in predicting ODT, achieving an R2 of 0.46. A significant 

improvement is achieved by Alchemite Imputation, with an R2 of 0.6 and 0.56 for the validation and test sets, 

respectively. This improvement in accuracy can also be seen in Fig. 11, where the observed values of ODT in 

the test set are plotted against the predicted values for the best QSAR and the Alchemite Imputation models. 

This shows that predictions made by the best QSAR model for this property are more scattered around the 

identity line when compared to the predictions made by the Alchemite Imputation model, as reflected in the 

difference in R2. 

Considering the models based only on chemical structure, the performance of the different modelling methods 

was closer. The Alchemite Virtual model slightly outperformed the other methods on the sensory properties, 

achieving an average R2 across these properties of 0.45 on the validation set, compared with 0.41, 0.40 and 

0.35 for the Chemprop (graph), Chemprop (descriptors) and averaged QSAR models, respectively.  On the 

independent test set, the performance of the Alchemite Virtual was greater on ODT but similar to the 

averaged QSAR models on the other properties. However, the performance of the Chemprop (graph) model 

decreased between the validation and test sets, from an average R2 of 0.41 to 0.30.  

Notably, the R2 for property I1 is lower for all models in the independent test set when compared with the 

internal validation set. This may be because I1 represents a test at the lowest intensity and, hence, may be 

subject to greater inter-individual variability between test subjects. Nonetheless, the Alchemite Imputation 

model retains a significant improvement in predicting I1, achieving an R2 of 0.63, compared with less than 0.2 

for the other models. 

All models accurately predict the physicochemical properties, VP and WS, with R2 in the ranges 0.69 – 0.86  

and 0.70 – 0.83 respectively on the validation and test sets. The exception was the performance of Chemprop 

(graph) on the test set, for which the performance dropped to 0.62 and 0.65, respectively. It is interesting to 

note that Alchemite Imputation does not benefit the prediction of physicochemical properties to the same 

extent as ODT and odor intensity assessments. In part, this is because the physicochemical properties are 

already well-predicted by models based only on structural features. It also illustrates the benefits that 

imputation gains from leveraging correlations between experimental endpoints, even when the available data 

are sparse. The largest benefits are gained where there are strong correlations between experimental 

endpoints, for example, between physicochemical properties and sensory properties. The data generated in 

earlier, less expensive assays can substantially improve the predictions for more expensive and hence more 

sparsely sampled experimental endpoints.    

The poorer transferability of the Chemprop (graph) model relative to the Alchemite and QSAR models is 

notable for both the sensory and physicochemical properties. The QSAR, Chemprop (descriptors) and 

Alchemite models are based on the same chemical descriptors as the Chemprop model; therefore, the most 

likely explanation is that the graph features identified by the GCNN from the training set do not adequately 

capture the SAR of the test compounds. 



 

Fig. 11 Predicted values plotted against observed values for ODT for the independent test set, using the Alchemite 
Imputation model (blue) and the best QSAR model (green) 

Analysis of Uncertainties 
The Alchemite Imputation model shows exceptionally high performance on the odor intensity assessments, I2, 

I3 and I4, with R2 values of approximately 0.9 for these properties on the independent test set. Moreover, 

these properties are predicted with high confidence by this model, as shown by the small error bars in Fig. 12.  

In Fig. 13, error bars generated by the Alchemite Imputation model for ODT reflect the estimated uncertainty 

(one standard deviation) in each predicted value. An accurate estimate of the uncertainty in each prediction 

enables us to focus on the most accurate results by disregarding those with the highest uncertainty. We would 

expect the remaining, more confident values to have higher accuracy. Fig. 14 shows the impact of discarding 

the predictions in increasing order of confidence (i.e. the predictions with the largest error bars are discarded 

first). The RMSE is plotted on the y-axis of the graph, such that lower values indicate more accurate 

predictions. The blue line shows, subject to some statistical fluctuations, that as the least confident predictions 

are removed, the RMSE falls sharply, confirming the expected behaviour. The black points show the average 

Alchemite error bar for the remaining predictions, demonstrating a good agreement between the estimated 

uncertainties and actual errors in prediction. 



  

 

 

Fig. 12 Observed values plotted against imputed values for odor intensity properties, I2, I3 and I4, with error bars on 
predictions 

 

 

 

 

 



 

Fig. 13 Predicted values plotted against observed values for ODT for the independent test set, using the Alchemite 
Imputation model. Error bars on predictions represent the estimated uncertainty (one standard deviation) in each 
prediction 

 

Fig. 14 Percentage of imputed values for ODT  after removing the predicted values with greatest uncertainty against Root 
Mean Square Error (RMSE) (blue) and the average error bars from the Alchemite Imputation model for the remaining 
predictions are shown as black dots 

  



Analysis of Chemical Similarity Versus Accuracy 
We assessed the similarity of each test compound and the training set by calculating the correlation between 

the normalized StarDrop descriptors of the test compound and each compound in the training set. The five-

nearest-neighbour (5NN) similarity was calculated by taking the average correlation between the five training 

compounds with the highest similarity to the test compound. The range of 5NN similarity for the compounds in 

the test set is 0.69 to 0.99.  

In Fig. 15, we compare the absolute error in ODT predictions made by the Alchemite imputation and QSAR 

models for the 20% of the compounds in the test set that are least similar to those in the training set (the 

lowest 5NN similarity).  This shows that the least-similar test compounds were predicted more accurately by 

Alchemite imputation than the best QSAR model for this property. 

 

Fig. 15 The absolute error in prediction of ODT by the Alchemite Imputation model and the best QSAR model on the 20% of 
the test compounds that are most dissimilar to the training set 

Activity cliffs are compound pairs that have high structural similarity but show significantly different activity or 

property values. Table 1 shows examples of activity cliffs for the observed ODT between compounds in the 

training and test sets. In these examples, we can see that the Alchemite Imputation model predicted the ODT 

values of the activity cliffs more accurately than the best QSAR model for this property. 

These results show an advantage of imputation over prediction based only on chemical structure. The 

Alchemite Imputation model goes beyond a nearest-neighbour approach in descriptor space by exploiting 

correlations between experimental endpoints that are carried across into endpoint-descriptor space. 

  



Table 3. Examples of activity cliffs in observed ODT between training and test set compounds. For each compound, the 
observed ODT values are shown with the test compound predictions made by the Alchemite Imputation model and the best 
QSAR model. 

 

 

Conclusions 
Sensory property data are noisy due to inter-individual variability between test subjects and present a 

particular challenge for predictive modelling. In this paper, we have demonstrated an advantage provided by 

Alchemite™ deep learning imputation over conventional QSAR and multi-target GCNN models in this 

challenging application. We observed a considerable advantage when using sparse experimental data to 'fill in' 

missing values. ODT is an important property for the development of flavors and fragrances and poses a 

particular challenge for predictive modelling. However, the use of physicochemical property and odor intensity 

assessment data, even when incomplete, dramatically improves the accuracy of prediction, enabling us to use 

data from less expensive, early experiments to make a better selection of compounds for more costly ODT 

studies, saving experimental time and cost. The analogy in pharma would be the use of early high-throughput 

assays requiring small samples of novel compounds to make better selections for downstream, more 

expensive experiments. 

In addition, it is notable that deep learning in this context provides a valuable improvement in predictive 

accuracy, even with a relatively small data set. Typically, deep learning methods require tens of thousands of 

data points to offer a significant improvement over conventional machine learning methods for QSAR. 

For virtual compounds with no pre-existing experimental data, Alchemite™ offered a smaller but still valuable 

improvement over the other methods using only chemical descriptors as input. 

We have also highlighted the ability of Alchemite™ to focus attention on the most accurately predicted values 

by using a robust estimate of the uncertainty in each individual prediction, in contrast with other machine 

learning methods, which struggle to estimate errors reliably [37]. It is essential to take into consideration 
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uncertainties in both predicted and experimental data when making decisions about the selection of 

compounds for progression. This can help to focus synthetic and experimental resources where the probability 

of success is highest and avoid missed opportunities caused by inappropriately discarding compounds due to 

inaccurate predictions [36]. 
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